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Abstract

Geometric spatial reasoning forms the foundation of many applications in artificial1

intelligence, yet the ability of large language models (LLMs) to operate over geo-2

metric spatial information expressed in procedural code remains underexplored. In3

this paper, we address this gap by formalizing the Program-to-Geometry task,4

which challenges models to translate programmatic drawing code into accurate and5

abstract geometric reasoning. To evaluate this capability, we present GeoGram-6

Bench, a benchmark of 500 carefully refined problems organized by a tailored7

three-level taxonomy that considers geometric complexity rather than traditional8

mathematical reasoning complexity. Our comprehensive evaluation of 17 frontier9

LLMs reveals consistent and pronounced deficiencies: even the most advanced10

models achieve less than 50% accuracy at the highest abstraction level. These11

results highlight the unique challenges posed by program-driven spatial reasoning12

and establish GeoGramBench as a valuable resource for advancing research in13

symbolic-to-spatial geometric reasoning. Project page: https://github.com/LiAuto-14

DSR/GeoGramBench.15

1 Introduction16

Spatial reasoning is fundamental to both human cognition and artificial intelligence, supporting17

applications ranging from robotics and autonomous navigation to automated design [3]. With the rise18

of large language models (LLMs), interest has grown in evaluating their ability to interpret geometric19

transformations and spatial relations in complex environments [30, 26].20

Mathematical geometric spatial reasoning is a specialized subdomain of spatial reasoning, requiring21

models to comprehend intricate geometric relationships and perform deep spatial reasoning. Re-22

searchers have recently developed multiple benchmarks including Mathverse [34], GeoSense [29],23

and Euclid [33] to assess LLMs’ capabilities in visual geometry comprehension. Another emerging24

direction leverages procedural geometric code, such as Asymptote code, as a symbolic and structured25

interface for expressing geometry problems and probing spatial reasoning. While some existing26

benchmarks (e.g., AIME24 [21], MATH-500 [34]) include subsets containing Asymptote code, there27

is a lack of systematic, dedicated benchmarks specifically designed to evaluate LLMs’ ability to28

perform program-driven spatial geometric reasoning. In this work, we formalize this unique setting as29

the Program-to-Geometry task, referring to the translation and abstraction process from procedural30

code to internal spatial representations.31

Preliminary studies [22] have shown that current LLMs struggle to bridge procedural geometry32

code to spatial reasoning. We expanded these investigations on a broader range of models further33

corroborate these observations, confirming this pronounced deficiency. For example, as shown in34

Figure 1, advanced models such as DeepSeek-R1 [6] suffer substantial drops in accuracy—23.5%35

in AIME24 and 10.9% in MATH-500—when transitioning from text-only problems (PT ) to those36

Submitted to 39th Conference on Neural Information Processing Systems (NeurIPS 2025). Do not distribute.

https://github.com/LiAuto-DSR/GeoGramBench
https://github.com/LiAuto-DSR/GeoGramBench
https://github.com/LiAuto-DSR/GeoGramBench


with embedded procedural code (PTC). Similar trends are observed for models such as GPT-o1 [11]37

and QwQ-32B [28], collectively indicating critical limitations in their ability to construct reliable38

spatial representations from symbolic code. Furthermore, recent work [1] has highlighted the need to39

explore Program-to-Geometry spatial abstraction as a promising and under-investigated research40

direction.41

Motivated by these findings, we introduce GeoGramBench, a dataset of 500 curated problems42

incorporating programmatic drawing code, designed to systematically assess both spatial-geometric43

abstraction capabilities and mathematical reasoning in LLMs. Our proposed taxonomy organizes44

problems into three categories—Primitive Recognition, Local Relation Composition, and Global45

Abstract Integration—based on the geometric complexity encoded in procedural code rather than46

traditional reasoning difficulty. Evaluation of 17 frontier LLMs reveals that even reasoning-oriented47

models (such as GPT-o1) achieve less than 50% accuracy on the most challenging level, underscoring48

the unique difficulty of this task and the urgent need for advances in spatial-reasoning model design.49

This work makes the following contributions:50

• We formalize the Program-to-Geometry translation task as a critical and underexplored51

capability for LLMs, encompassing not only the interpretation of procedural drawing code52

but also the downstream geometric reasoning it enables.53

• We present GeoGramBench, a rigorously curated benchmark of 500 geometry problems54

with explicit procedural code, organized by a three-level taxonomy that enables comprehen-55

sive and fine-grained assessment of Program-to-Geometry competence.56

• We conduct an extensive evaluation of 17 models, providing accuracy metrics and detailed57

behavior analyses aligned with our research questions. Our results highlight persistent58

weaknesses in geometric program reasoning, establishing GeoGramBench as a novel evalua-59

tion axis and fostering future advancements in spatially-grounded, symbolically-rich model60

training and analysis.61

Problem: The area of ∆ABC is 6 square centimeters. 𝐴𝐵 ∥ 𝐷𝐸. 
𝐵𝐷 = 4𝐵𝐶. What is the number of square centimeters in  the 
area of ∆𝐶𝐷𝐸 ?
[asy] 

draw((-.3,-3)--(.1,1)--(-1,0) \
--(3,0)--cycle);
label("$A$",(.1,1),N);
label("$B$",(-1,0),W);
label("$C$",(0,0),NE);
label("$D$",(3,0),E);
label("$E$",(-.3,-3),S);

[/asy]

Answer: 54

visualize

(a) Example of a problem from
PTC in MATH-500.
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(b) Accuracy comparison of models
on PT vs. PTC in AIME24.
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(c) Accuracy comparison of models on
PT vs. PTC in MATH-500.

Figure 1: Overview and performance analysis on text-only (PT ) and text+code (PTC) geometry
problems. (a) The procedural code is wrapped with [asy][/asy] and its geometric figure is
visualized to facilitate understanding. (b) and (c) show accuracy comparisons of models on PT

and PTC subsets in AIME24 (|PTC | = 5, |PT | = 25) and MATH-500 (|PTC | = 42, |PT | = 458),
respectively. In both benchmarks, accuracy consistently drops for problems with procedural code.

2 Related Works62

Visual Geometric Perception To study visual geometric reasoning, several benchmarks such63

as Euclid [33], MM-Math [25], GeoSense [29], MathVerse [34], and MathVista [19] have been64

introduced, each incorporating visual geometric content. These datasets measure large multi-modal65

models’ comprehension of visual geometric concepts and their handling of mathematical problems66

with visual components. Their focus is mainly on diagram interpretation rather than procedural67

geometric code understanding, which represents a different but equally important aspect of geometric68

spatial reasoning.69

Mathematical Reasoning Benchmarks A diverse array of benchmarks has been developed to70

evaluate the mathematical reasoning abilities of large language models (LLMs). Datasets such71

as GSM8K [2], MATH-500 [16], OlympiadBench [7], Minerva-MATH [13], CollegeMath [27],72
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MMLU-STEM [8], and AIME24 [21] primarily focus on algebraic, arithmetic, and word-problem73

reasoning. Many of these benchmarks target complex multi-step solutions, ranging from advanced74

high school mathematics to the level of international mathematical olympiads.75

3 Program-to-Geometry76

3.1 Task Definition77

We define Program-to-Geometry as the task in which a model interprets procedural code to con-78

struct mathematical geometric representations, and subsequently reasons over these representations to79

solve geometry problems. This paradigm provides a comprehensive assessment of two fundamental80

capabilities: (a) the ability to accurately construct mathematical geometric diagrams from symbolic81

instructions, and (b) the ability to perform spatial reasoning and mathematical problem solving based82

on these constructed diagrams.83

3.2 Taxonomy84

Taxonomies for problem categorization are widely used across various fields, often focusing on dimen-85

sions such as topological complexity [35], logical intricacy [17], or the extent of required reasoning86

complexity (e.g., high school, graduate, olympiad-level) [21, 24, 9]. The Program-to-Geometry87

task fundamentally differs from these settings: it specifically examines the ability to map geometric88

code representations to geometric diagram understanding. Our preliminary analyses reveal that89

existing categorization schemes fail to capture the unique aspects and challenges of this space. Con-90

sequently, we propose a tailored taxonomy that better reflects the core competencies required for91

Program-to-Geometry translation.92

8.7

18.1

21.6

25.3 26.2

7.1

16.7
14.3

28.6

33.3

60

65

70

75

80

85

90

95

100

0

10

20

30

40

Level-1 Level-2 Level-3 Level-4 Level-5

D
iff

ic
ul

ty
 L

ev
el

 A
cc

ur
ac

y 
(%

)

D
iff

ic
ul

ty
 L

ev
el

 D
ist

rib
ut

io
n 

(%
)

Distribution of P wo [asy] Distribution of P w [asy]

Accuracy of P wo [asy] Accuracy of P w [asy]

Distribution of ℙ! Distribution of ℙ!,#

Accuracy of ℙ! Accuracy of ℙ! ,#

Figure 2: Distribution of problem difficulty
levels and QwQ-32B accuracy for text-only
(PT ) vs. text+code (PTC ) geometry problems
on MATH-500.

As shown in Figure 2, based on reasoning difficulty93

annotations provided by the MATH-500 [16] dataset,94

difficulty is similarly distributed between text-only95

and text+code geometry problems, yet model perfor-96

mance diverges sharply. For instance, models like97

QwQ-32B perform worse on the easiest text+code98

problems than on the hardest, suggesting that reason-99

ing complexity alone is not the determining factor.100

Instead, we propose a taxonomy whose primary prin-101

ciple is the construction of increasingly complex102

mathematical geometric diagrams from code. Our103

three-level categories are determined chiefly by the104

types and number of geometric elements involved,105

while also reflecting the depth of spatial reasoning106

required for each problem (see Figure 3):107

• Primitive Recognition: Problems involving procedural code that specify only one or two geo-108

metric primitives (e.g., points, lines, arcs, circles, polygons), focusing on basic mathematical109

properties such as length, area, or angle.110

• Local Relation Composition: Problems with multiple local geometric elements, requiring111

the recognition, integration, and composition of spatial relationships among subcomponents112

of the diagram.113

• Global Abstract Integration: Items demanding spatial direction, parameterization, recursion,114

3D objects, composite structures, or advanced geometric operations (e.g., rotation, folding,115

projection), thus requiring not only the construction of complex diagrams but also global116

and stepwise spatial reasoning across the entire configuration.117

3.3 Research Questions118

Based on this task definition and taxonomy, we articulate the following research questions to structure119

our analysis of LLMs behavior in the Program-to-Geometry context:120
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RQ1: Is there evidence that LLMs can understand and represent basic geometric elements from121

program code?122

RQ2: How effectively can LLMs compose and abstract geometric elements into coherent spatial123

configurations as specified by program code?124

RQ3: How does chain-of-thought (CoT) reasoning influence LLMs’ spatial geometric reasoning125

abilities with program code?126

Problem: In ∆𝐴𝐵𝐶, suppose ∠𝐶 = 3∠𝐴, 𝑎 = 27,
and 𝑐 = 48. What is the value of 𝑏? 
[asy] 
pair A=origin, B=(14,0),
C=(10,6);

draw(A--B--C--cycle);
label("$A$ ", A, SW);
label(" $B$ ", B, SE);
label(" $C$ ", C, N);
...

[/asy]

Answer: 35
visualize

Problem: Square 𝐴𝐵𝐶𝐷 has side length 4, and 𝑀
is the midpoint of 𝐶𝐷	... What is the distance 
from 𝑃 to 𝐴𝐷?
[asy] 

draw(Circle((2,0),2));
draw(Circle((0,4),4));
filldraw(Circle((2,0),
0.07));
...
label(" $M$ ",(2,0),S);
label(" $P$ ",(3.6,1.4),N);

[/asy]

Answer: !"
#

visualize

Problem: Older television screens have an aspect 
ratio of 4 ∶ 3	, meaning the width is to the height 
as 4 is to 3	...
[asy] 

filldraw((0,0)--(8,0)
--(8,1)--(0,1)
--cycle,grey,black);
filldraw((0,5)
--(8,5)--(8,1)
--(8,5)
....

[/asy]

Answer: 2.7
visualize

Problem: Let ∆𝐴𝐵𝐶	have area 240	. Points 𝑋	, 𝑌	, 
and 𝑍 ...such that $%&% = 3	, &'(' = 4	and ()$) = 5	. 
Find the area of ∠𝑋𝑌𝑍	. 
[asy] 

pair A=(0,15),B=(0,-
5),C=(25,0.5),X=origin,
...
label(" $A$ ",A,N);
label(" $B$ ",B,S);
label(" $C$ ",C,E);
...

[/asy]

Answer: 122
visualize

Problem: The pattern in the figure below 
continues inward infinitely. The base of the largest 
triangle is 1	, ...Find the total shaded area.
[asy] 

pen blu = rgb(0,112,191);
real r=sqrt(3);
fill((8,0)--(0,8r)--(-8,0)
--cycle, blu);
fill((0,0)--(4,4r)--(-4,4r)
--cycle, white);
...

[/asy]

Answer: *
#

visualize

Problem: The centers of the faces of the right 
rectangular prism shown below are connected to 
form an octahedron. What is the volume of this 
octahedron? 
[asy] 

draw((0,0,0)--(0,0,3),
dashed);
draw((0,0,0)--(0,4,0),
dashed); 
draw((0,0,0)--(5,0,0),
...

[/asy]

Answer: 10
visualize

Primitive Recognition Local Relation Composition Global Abstract Integration

Figure 3: Representative examples from GeoGramBench illustrating the three ascending
Program-to-Geometry difficulty levels: Primitive Recognition, Local Relation Composition, and
Global Abstract Integration. Each category is exemplified by two sampled problems, highlighting the
increasing spatial complexity and abstraction across levels.

4 Benchmark Construction127

In this section, we present the systematic construction process of GeoGramBench, a dedicated128

benchmark for Program-to-Geometry reasoning. We first introduce a critical challenge inherent to129

this task domain—answer leakage—before detailing our comprehensive data construction pipeline130

that forms the foundation of our benchmark (more details in Appendix D).131

Problem: ...What is the height, in inches, of each black bar?

visualize

Problem: ...Calculate the area of the bounding rectangle.

visualize

[asy] 
...
(21.6,2.7)--(0,2.7)
...
draw((0,2.7)...)

[/asy]

Answer: 2.7

[asy] 
...
(8,1)--(0,1)
...
draw((0, 1)...)

[/asy]

Answer: 2.7

[asy] 
real r = 1;
...
pair C = (2r, -r - sqrt(4*r^2 - r^2));
draw(box((0,0),(w, C.y - r))

[/asy]

Answer: 8 + 4 3

[asy] 
real r = 3;
...
pair C = (2r, -8.2);
draw(box((0,0),(w, C.y - r))

[/asy]

Answer: 8 + 4 3

Figure 4: Illustration of two types of answer leakage in procedural code (highlighted in yellow):
Left—Direct leakage, where the answer is explicitly given by a coordinate value in the Asymptote
code (here, we rescale the coordinates to preserve the geometric shape); Right—Indirect leakage,
where the answer can be computed from code parameters (in this case, we modify the procedural
code to mask such critical information).
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4.1 Answer Leakage Challenges132

In the Program-to-Geometry task, a significant challenge arises from the potential for answer133

leakage within the code itself. The program code that generates geometric figures often contains134

precise numerical specifications that directly or indirectly reveal the answers sought. Benchmark like135

Math-500 [16], we discovered numerous instances where answers were directly embedded in the136

Asymptote code. Similar issues persist across various open-source geometry problem collections we137

collected. As illustrated in Figure 4, we categorize two types of answer leakage in the procedural code.138

Direct leakage occurs when the answer is explicitly encoded as a coordinate value in the Asymptote139

code (e.g., a circle’s radius or segment’s length). Indirect leakage occurs when the answer can be140

computed from code parameters or formulas.141

4.2 Collection and Preprocessing142

We first aggregated approximately 905K candidate problems from three open-source mathematics143

datasets, including NuminaMath-1.5 [15], HARP [32], and Omni-MATH [4], with a focus on sources144

rich in geometry content. We filtered for problems containing embedded Asymptote code by searching145

for [asy] and [/asy] tags, resulting in a subset comprising about 1% (9,260 problems). We then146

deduplicated this subset using an n-gram (n = 8) similarity approach [22], reducing the set to147

1,782 unique items. Finally, by following the schema from s1 [22] and leveraging GPT-4o [10] for148

prompt-based classification, we selected only geometry problems, yielding 1,247 geometry-focused149

items for subsequent curation.150

4.3 Human Refinement and Verification151

To ensure data quality and suitability for geometry code understanding tasks, we implemented a152

two-stage manual verification process, conducted by a team of four experts (each holding a master’s153

degree or higher in mathematics or related fields). The first round aimed to standardize problem types154

and formats, while the second round focused on enhancing overall problem quality.155

In the first round, we performed initial screening and format normalization: (a) non-relevant156

questions (such as hyperlink chains, multi-part items, and proofs) were filtered out according to157

best practices from BigMath [1]; (b) convertible multiple-choice questions were transformed into158

open-form computation problems by removing options, while those not amenable to conversion were159

discarded entirely; and (c) answers were standardized into consistent LATEX format. At the end of this160

screening, 547 candidate problems remained.161

In the second round, we implemented a rigorous three-pronged refinement process to improve162

problem quality:163

• Decontamination: To minimize community-sourced contamination, we systematically re-164

vised problem statements by removing redundant descriptive information that might enable165

direct textual inference. Additionally, we adjusted problem conditions and modified cor-166

responding answers to maintain mathematical consistency. Furthermore, we adjusted the167

answer requirements (such as replacing queries about lengths with those about area, volume,168

or ratios) to further reduce the risk of leakage and promote authentic geometric reasoning.169

• Answer Leakage Prevention: As detailed in Section 4.1, to address this task-specific vul-170

nerability, we implemented two targeted strategies: systematically rescaling coordinates171

while preserving geometric relationships for direct leakage, and modifying or masking code172

parameters for indirect leakage. These interventions ensure that answers cannot be derived173

through mere code inspection (see Figure 4).174

• Accuracy Verification: Each answer was manually checked for correctness; items with175

ambiguous, unverifiable, or doubtful solutions were removed.176

Through this thorough process, we ultimately obtained 392 high-quality, contamination-free geometry177

problems for augmentation and evaluation.178
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4.4 Benchmark Augmentation179

To enhance difficulty balance and problem diversity, we supplemented GeoGramBench with additional180

items: 5 geometry problems from AIME24 [21], 42 from MATH-500 [16], and 61 geometric problems181

adapted from Mathverse [34]. For the Mathverse subset, we selected representative solid geometry182

problems and manually transcribed diagrams into matplotlib code to diversify the procedural183

drawing code within the dataset. Our experiments indicate minimal impact from the choice of184

drawing language (see Appendix A). Altogether, GeoGramBench comprises 500 geometry problems,185

supporting robust evaluation across a variety of geometric phenomena.186

4.5 Difficulty Categorization187

Building on our theoretical and empirical insights in Section 3.2, we categorize all 500 GeoGram-188

Bench problems into three ascending difficulty levels—Primitive Recognition, Local Relation Com-189

position, and Global Abstract Integration—based on the type and number of geometric elements190

and the spatial relationships involved (see Figure 3). The categorization is implemented through a191

combination of GPT-4o [10] assisted classification and thorough human expert review. The final192

distribution comprises 102, 279, and 119 problems for each category, respectively. GeoGramBench193

thus stands as the largest and most diverse Program-to-Geometry benchmark to date, establishing194

a rigorous testbed for spatially grounded language model evaluation.195

5 Experiment196

We benchmark 17 popular LLMs on GeoGramBench, providing a broad comparative analysis in this197

section. Section 5.1 details our evaluation framework and prompt engineering strategies. Section 5.2198

introduces the tested models, followed by quantitative comparisons in Section 5.3.199

5.1 Evaluation Protocols200

For open-source models, we adopt the [20] framework for evaluation, while for closed-source models,201

we utilize official APIs with identical prompt templates(Let’s think step by step and output the final202

answer within \boxed{}.). All result parsing is standardized using [20], with assistance from GPT-4o203

when necessary. Each problem is evaluated in a zero-shot setting: the model input consists strictly of204

the problem text and the procedural geometry drawing code. For each problem instance, we sample 8205

responses using temperature 0.6, and report final accuracy as the mean over these 8 outputs, which206

balances model stochasticity and answer reliability.207

5.2 Evaluation Models208

We evaluate a total of 17 mainstream LLMs, including both proprietary APIs and leading open-209

source systems. The closed-source models include GPT-4o [10], GPT-o3-mini [23], the GPT-o1210

series [11], and Gemini-Pro-1.5 [5]. The open-source models cover a wide range of scales, including211

DeepSeek-R1 [6], DeepSeek-v3-0324 [18], and QwQ-32B [28], as well as other prominent models212

from 32B down to 1.5B parameters: DeepSeek-R1-Distill variants [6], Bespoke-Stratos-32B [12],213

s1.1-32B [22], LIMO-32B [31], Sky-T1-mini-7B [14], and DeepScaleR-1.5B-preview [20].214

5.3 Main Results215

As shown in Table 1, all tested LLMs perform strongly on the Primitive Recognition, but accuracy216

drops steadily as geometric complexity increases. This downward trend is evident at the Local217

Relation Composition level and becomes most pronounced on Global Abstract Integration, where the218

highest accuracy is only 43.35% across all models.219

Although GPT-o1 achieves a similar accuracy (86.76%) to DeepSeek-R1 (85.66%) in the Primitive220

Recognition category, a substantial performance gap emerges when evaluating Global Abstract221

Integration. GPT-o1 scores 43.35% in this more complex domain, whereas DeepSeek-R1 reaches222

only 40.38%. This significant difference may indicate a unique strength of closed-source models over223

open-source models in handling the most challenging tasks that require complex, abstract reasoning.224
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For open-source models, we observe a clear downward trend in performance as the model size225

decreases from 32B to 7B parameters. At the 32B scale, the reasoning-oriented QwQ-32B model226

achieves state-of-the-art results. However, academic models of similar scale, such as s1.1-32B and227

LIMO-32B, still exhibit a notable gap in performance compared to QwQ-32B.228

Model Primitive Compositional Abstract ALL

Closed-source Models

GPT-o3-mini 84.33 75.66 42.16 70.00
GPT-o1 86.76 76.02 43.35 70.92
GPT-o1-preview 74.79 55.98 26.20 53.15
GPT-o1-mini 79.62 63.21 29.09 58.94
GPT-4o 39.81 21.29 4.96 21.40
Gemini-Pro-1.5 49.26 31.79 15.92 31.64

Open-source Models

DeepSeek-R1 85.66 75.27 40.38 69.17
DeepSeek-v3-0324 80.57 68.89 27.67 62.05

QwQ-32B 85.17 73.12 37.92 67.20
DeepSeek-R1-Distill-Qwen-32B 79.78 67.83 35.92 62.68
Bespoke-Stratos-32B 62.50 42.56 17.02 40.55
s1.1-32B 75.37 58.96 26.58 54.60
LIMO-32B 76.59 59.63 25.53 54.98

DeepSeek-R1-Distill-Qwen-7B 72.79 58.74 24.16 53.38
Sky-T1-mini-7B 71.45 57.75 24.79 52.70

DeepSeek-R1-Distill-Qwen-1.5B 60.29 39.02 11.03 36.70
DeepScaleR-1.5B-preview 65.44 47.89 15.76 43.83

Table 1: Primitive: Primitive Recognition, Compositional: Local Relation Composition, Abstract:
Global Abstract Integration. Accuracy (%) of selected closed-source and open-source LLMs on
GeoGramBench across three difficulty levels. All models show a marked drop in performance on
Abstract tasks, with no model exceeding 50% accuracy at this level. The highest results in both
Closed and Open sources models are shown in bold.

6 Behavior Analysis of LLMs229

We address our RQs through both quantitatively and qualitatively analyses base on benchmarking230

results and detailed model responses.231

RQ1: Is there evidence that LLMs can understand and represent basic geometric elements from232

program code?233

RQ1 investigates the fundamental ability of LLMs to recognize basic geometry elements, which234

can be quantitatively measured by the evaluation results of Primitive Recognition. As shown in235

Table 1, most of the models achieve 60% accuracy on the Primitive Recognition level, suggesting236

that they can effectively parse and build basic geometric scenes from procedural codes. Qualitatively,237

some of the model responses explicitly reveal the capability to interpret and reconstruct geometric238

information. As shown in Figure 5, models frequently examine the procedural code for geometry239

understanding: “Now, looking at the Asymptote code”, “Let me parse the Asymptote code a bit”,240

and “maybe I should try to visualize this”. They can also identify simple geometric relationships241

according to the procedural code. For example, “c is (2,0), so c/2 is (1,0). So the inner arc is between242

points a/2 and c/2”, and “path inner = arc(d, a/2, c/2, CW);...path outer = arc(d, c, a, CCW);”. These243

behavior demonstrate that LLMs are intent and capable to map procedural code into internal geometric244

structures. In conclusion, modern LLMs are able to construct basic geometric representations from245

procedural code.246

RQ2: How effectively can LLMs compose and abstract geometric elements into coherent spatial247

configurations as specified by program code?248
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Question: In the diagram, two 
circles ... How many degree s are in 
the measure of (the smal ler) ∆𝐴𝐷𝐶 ?
[asy]
...
guide region1 = (a--
a/2)..inner..(c/2--c)..outer..cycle;
guide region2 = arc(d, a/2, 
c/2,CCW).. (c/2--d--a/2)..cycle;
fill(region1, gray(0.75));
fill(region2, gray(0.75));
...
[/asy]

Answer: 120

Response:Okay, so I need to find the measure of angle ADC in degrees,... Hmm, let‘s start by understanding the problem step by
step. First, the larger circle has a radius of 2, ... Now, looking at the Asymptote code, it seems like the shaded regions are two
parts... Wait, actually, looking at the Asymptote code... Let me parse the Asymptote code a bit...between the two arcs? Wait,
maybe I should try to visualize this. Since both circles are centered at D,... Since both circles are centered at D, the inner circle
has radius 1, and the outer has radius 2. Points A and C are on the outer circle..., then along the outer arc back to C and then to
A? Wait, maybe I'm getting confused here. Let me think again.... Since a is a point on the outer circle (radius 2), a/2 would be
the same direction but radius 1. Similarly, c is (2,0), so c/2 is (1,0)
, path inner = arc(d, a/2, c/2, CW);... path outer = arc(d, c, a, CCW); going counterclockwise.....So that's an arc from a/2 to
c/2 going (which would be the other direction compared to the inner counterclockwise path before), and then connecting back to
D and forming a triangle? ...Hmm, this is a bit confusing without seeing the actual diagram. Since I can't see the diagram,
maybe I should proceed with the information give...Alternatively, maybe the shaded area is the area of the larger sector minus
the area of the smaller sector, plus some other regions? Hmm, perhaps I need to break it down. Maybe I should approach it
mathematically. Wait, perhaps it's the area of the larger segment minus the smaller segment? ...Alternatively, let me try to
compute the area step by step. First, Hmm, not sure...So starting at a/2, going counterclockwise ...Wait, but then why is it
shaded? Maybe region2 is actually the triangle? Wait, no, because the path is the arc and then the two radii, so it's a sector.
Hmm. Wait, but is that correct?..,Wait, but maybe I miscomputed region1. according to the Asymptote code, region1 is (a--
a/2)..inner..(c/2--c)..outer..cycle. So that path starts at A, goes to a/2 (midpoint?), ... maybe I made a mistake in calculating the
area of region1. Let me recast the problem... follows the inner arc to c/2, then to c, then follows the outer arc back to A. So that
area is like a closed loop that goes from A down to the inner circle
Let me check again.... Essentially, it's the area of the larger sector ( from C to A counterclockwise) minus the area of the smaller
sector (from C' to A' clockwise). Hmm, but let me check again ...Let me see the Asymptote code again: region2 is arc(d, a/2,
c/2, CCW)..(c/2--d--a/2)..cycle. Hmm, that seems straightforward, but let me check again... Alternatively , maybe I got the
direction of the angle wrong? Let me think: ...Thus, the measure of ( \angle ADC ) is ( \boxed{150}).

It exemplifies the model’s motivation to 
move from code parsing to spatial 

interpretation.

Although the model repeatedly attempted 
to reason, engaging in multiple rounds of 
self-questioning and re-examination of the 
Asymptote code, it was ultimately unable 

to arrive at the correct approach.

RQ2: Compositional Completeness

RQ3: CoT Reasoning

visualize

RQ1: Construction Evidence

The model demonstrates a clear weakness 
in mapping code to spatial imagery, 

struggling to correctly interpret directions 
such as counterclockwise (CCW).

Figure 5: Illustrative solution process generated by the QwQ-32B model on a Local Relation
Composition problem. The model initially attempts to construct spatial representations from the
provided code, then interprets geometric elements such as direction and region, exhibiting behavior
aligned with all three research questions (RQ1–RQ3): local construction, compositional integration,
and chain-of-thought-based refinement. Multiple rounds of reflection and verification are observed,
although these iterative steps do not consistently yield correct or fully integrated solutions.

RQ2 investigates LLMs’ capability of the geometry composition and global representation abstraction.249

According to the results in Table 1, all models experience a significant drop in accuracy from250

Compositional problems to Global Abstract Integration. For example, GPT-o1 drops from 76.02%251

to 43.35%, and DeepSeek-R1 drops from 75.27% to 40.38%. These results indicate that current252

LLMs may lack of compositional and spatial abstraction ability to solve complex geometry problems.253

Qualitatively, while models can often parse and assemble some local structures, small errors in254

local constructions frequently appear, preventing LLMs to construct a complete and coherent global255

representation. As illustrated in Figure 5, a model may read a piece of code like “path inner = arc(d,256

a/2, c/2, CW)” and reason about directions (“which would be the other direction compared to the257

inner counterclockwise path before”), but a single mistake in local spatial assignment may generate258

downstream confusion: “maybe I got the direction of the angle wrong?... the actual angle between259

the points is \theta, so the area calculations still hold.”. This phenomena suggests that modern260

LLMs may not good at capturing complex compositional geometry relationships for high level spatial261

reasoning. In summary, although LLMs have made progress in local geometric parsing, their ability262

to synthesize and reason over globally consistent spatial structures in Program-to-Geometry tasks263

remains limited.264

RQ3: How does chain-of-thought (CoT) reasoning influence LLMs’ spatial geometric reasoning265

abilities with program code?266

Quantitatively, we observe a clear downward trend in accuracy as structural complexity rises. Since267

our benchmark taxonomy is based on geometric complexity rather than reasoning steps, this result268

suggests that most of the LLMs have difficulty in solving mathematical geometry problems with CoT.269

Qualitatively, while models frequently perform iterative self-reflection and verification of code (“Let270

me check again”), and repeatedly parse diagram instructions, their CoT trajectories rarely correct or271

update internal geometric understanding. For instance, the model may cycle through algebraic steps272

and verbalize uncertainty (“Hmm, this is a bit confusing without seeing the actual diagram. Since I273

can’t see the diagram, maybe I should proceed with the information given.”), yet consistently fails to274

resolve spatial relationships or integrate local shapes into a whole. This observation illustrates that275

CoT may lead LLMs fall into repetitive symbolic reasoning. Such repetitiveness does not beneficial276

for LLMs to construct high level spatial representations as a whole, even leading to confusion about277

complex geometry relationships. Although CoT improves LLM in mathematical reasoning, its ability278

to drive and update internal geometry understanding in complex spatial tasks remains fundamentally279

limited.280

7 Discussion281

A Hypothesis on Internal Geometric Representations in LLMs282
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Drawing on both quantitative results and behavior analyses, we hypothesize that large language283

models confronted with procedural geometry code engage in a multi-stage internal reasoning process284

closely aligned with the pipeline illustrated in Figure 6.285

The process begins with the extraction of local geometric features or substructures ({z1, z2, . . . })286

from the input text and code ({T, C}), corresponding to the abilities probed in RQ1. Our evidence287

shows that models are generally able to parse and represent these local primitives with high accuracy288

in simpler cases.289

The next critical stage involves integrating these local elements into a coherent, global representation290

(Z1), reflecting the compositional reasoning explored in RQ2. This is where we observe a pronounced291

bottleneck: small errors or ambiguities in local geometry can disrupt subsequent steps, making it292

difficult for models to build a structurally correct and complete diagram as complexity increases.293

Subsequently, models iteratively attempt to update and refine their global geometric understanding,294

often through chain-of-thought (CoT) reasoning or self-reflective steps, in hopes of reconciling295

inconsistencies and clarifying spatial relationships. Despite such iterative efforts, our analysis of296

model outputs indicates that most fail to achieve robust global integration, as highlighted by the297

continued drop in accuracy and recurring spatial confusion on the most complex tasks (RQ3).298

Finally, the model produces an answer (A), leveraging whatever spatial structure has been successfully299

constructed and refined. Our overall findings suggest that while LLMs can recognize and extract local300

geometric information, and to some extent initiate the integration process, there remain significant301

limitations in aggregating and refining these components into a globally consistent geometric repre-302

sentation for accurate problem solving. Overcoming these integration and synthesis difficulties is303

likely to be a key research frontier for closing the gap in Program-to-Geometry spatial reasoning.304

These findings point to the need for future research on more robust scene composition and iterative305

spatial integration mechanisms in LLMs, as well as the development of benchmarks and training306

strategies tailored to these specific bottlenecks.307

{T, C} {z1, z2, . . . } Z1 Z2 A
↑

RQ1
↑

RQ2
↑

RQ3

Figure 6: Illustration of the hypothesized multi-stage internal geometry representations process in
LLMs for Program-to-Geometry tasks. The model first extracts local geometric substructures
({z1, z2, . . .}) from the problem statement ({T, C}), then integrates these into a coherent global
structure (Z1), which is further iteratively refined and updated (Z2, . . .), before finally predicting
the answer (A). Each stage corresponds to a core research question: RQ1 (local construction), RQ2
(compositional integration), and RQ3 (global abstraction and reasoning). Dashed arrows indicate
how both input information and intermediate representations propagate throughout the process.

8 Conclusion308

This work introduces the Program-to-Geometry task, which tests the capability of LLMs to map309

program code into geometric space, and GeoGramBench as a systematic benchmark for evaluating310

such geometric spatial reasoning abilities. Through a comprehensive analysis of 17 leading LLMs,311

we find that while models perform well on simple geometric constructions, their accuracy declines312

sharply for problems with higher geometric complexity—none surpassing 50% on the most advanced313

level. Our results highlight persistent challenges in complex geometric reasoning and emphasize314

the need for targeted advances in model design and training. GeoGramBench provides a robust315

foundation for future research on symbolic-to-geometric understanding in AI.316
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A Effect of Drawing Language on Program-to-Geometry Performance428

A key motivation for our investigation is to determine to what extent challenges in429

Program-to-Geometry reasoning arise from the logic of geometric construction itself, rather430

than from surface-level code syntax or unfamiliarity with specific drawing languages. To test this, we431

translated 5 geometry questions containing Asymptote code from AIME24 and 42 questions from432

MATH-500 into equivalent Python matplotlib code, holding geometric content constant while433

varying only the programmatic language. As shown in Figure 7, QwQ-32B exhibits less than 1%434

difference in absolute accuracy between the Asymptote and Matplotlib versions on both benchmarks.435

This minimal gap provides strong evidence that the principal bottleneck in Program-to-Geometry436

task performance is not due to the choice of drawing language, but rather stems from deeper difficul-437

ties in spatial abstraction and geometric reasoning from code. This result reinforces our conclusion438

that surface syntax is not the main limiting factor for LLMs in this domain.439
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Figure 7: Comparison of QwQ-32B accuracy on equivalent geometry problems expressed in Asymp-
tote versus Matplotlib code (AIME24 and MATH-500). The negligible performance gap demonstrates
that Program-to-Geometry capability is independent of drawing language syntax.

Example440

Problem Statement:441

Rectangles ABCD and EFGH are drawn such that D,E,C, F are collinear. Also, A,D,H,G all442

lie on a circle. If BC = 16, AB = 107, FG = 17, and EF = 184, what is the length of CE?443

Figure 8: Visualization generated from the drawing code

Drawing Code (Asymptote):444

import graph;445

unitsize(0.1cm);446

pair A = (0,0);447

pair B = (70,0);448

pair C = (70,16);449

pair D = (0,16);450

pair E = (3,16);451

pair F = (90,16);452
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pair G = (90,33);453

pair H = (3,33);454

dot(A^^B^^C^^D^^E^^F^^G^^H);455

label("\$A\$", A, S);456

label("\$B\$", B, S);457

label("\$C\$", C, N);458

label("\$D\$", D, N);459

label("\$E\$", E, S);460

label("\$F\$", F, S);461

label("\$G\$", G, N);462

label("\$H\$", H, N);463

draw(E--D--A--B--C--E--H--G--F--C);464

Drawing Code (Matplotlib):465

import matplotlib.pyplot as plt466

467

A = (0, 0)468

B = (70, 0)469

C = (70, 16)470

D = (0, 16)471

E = (3, 16)472

F = (90, 16)473

G = (90, 33)474

H = (3, 33)475

476

for pt in [A, B, C, D, E, F, G, H]:477

plt.plot(pt[0], pt[1], ’ko’)478

479

plt.text(A[0], A[1]-1, "\$A\$", ha=’center’, va=’top’, fontsize=13)480

plt.text(B[0], B[1]-1, "\$B\$", ha=’center’, va=’top’, fontsize=13)481

plt.text(C[0], C[1]+1, "\$C\$", ha=’center’, va=’bottom’, fontsize=13)482

plt.text(D[0], D[1]+1, "\$D\$", ha=’center’, va=’bottom’, fontsize=13)483

plt.text(E[0], E[1]-1, "\$E\$", ha=’center’, va=’top’, fontsize=13)484

plt.text(F[0], F[1]-1, "\$F\$", ha=’center’, va=’top’, fontsize=13)485

plt.text(G[0], G[1]+1, "\$G\$", ha=’center’, va=’bottom’, fontsize=13)486

plt.text(H[0], H[1]+1, "\$H\$", ha=’center’, va=’bottom’, fontsize=13)487

488

plt.plot([E[0], D[0], A[0], B[0], C[0], E[0]], [E[1], D[1], A[1], B[1],489

C[1], E[1]], color=’black’)490

plt.plot([E[0], H[0], G[0], F[0], C[0]], [E[1], H[1], G[1], F[1], C[1]],491

color=’black’)492

493

plt.xlim(-5, 95)494

plt.ylim(-5, 38)495

plt.gca().set_aspect(’equal’)496

497

plt.axis(’off’)498

plt.tight_layout()499

plt.show()500

B Taxonomy Classification Prompt Details501

In constructing the GeoGramBench taxonomy, we categorized all 500 problems into three ascending502

difficulty levels—Primitive Recognition, Local Relation Composition, and Global Abstract Integra-503

tion—based primarily on the geometric and spatial complexity of each problem. This classification504

process was conducted through a combination of large language model (GPT-4o) assisted clustering505

and meticulous human expert correction. The initial clustering enabled an efficient, scalable filtering506
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of geometry problems, while human review ensured rigor, consistency, and alignment with the507

intended definitions of each difficulty level.508

To ensure reproducibility and transparency, we provide below the actual LLM prompt used in the509

taxonomy assignment stage:510

Given a geometry problem and its drawing code of diagram:
There are three categories of geometry problems:

1. Primitive Recognition
- The asy diagram/code contains very few geometric elements (e.g., one or two basic shapes,
or minimal labeled points/lines).
- The solution can be reached with direct observation or a single basic calculation; no
significant composition, auxiliary constructions, or synthesis are required.
- Tests only elementary recognition or reading from the diagram.
2. Local Relation Composition
- The asy diagram/code includes multiple geometric elements (points, lines, circles, polygons,
etc.) combined in a finite and explicitly described way. - The solution requires synthesizing,
coordinating, or combining several local relationships, auxiliary constructions, or properties.
The process involves several steps, but remains within standard 2D geometry.
- The primary challenge is combining and reasoning locally among elements shown in the
diagram.
3. Global Abstract Integration
- The asy diagram/code may be complex, recursive, or defined by folding, projection, 3D
arrangement, or abstract/global spatial processes.
- The solution needs global synthesis: either full configuration analysis, recursive processes,
or 3D/limit/extreme configuration reasoning.
- Tests the model’s ability to reconstruct and reason about a highly integrated or abstract
global geometric structure.

Instructions:
1. Classify the problem into one category: Primitive Recognition, Local Relation Composi-
tion, or Global Abstract Integration.
2. For geometric elements, consider only what is explicit in the asy code.
3. Judge the solution/reasoning requirement based on the problem’s actual goal and what
conceptual/computational effort is needed to reach the answer.
4. Briefly justify your classification: refer to relevant features in the diagram and in the
problem’s required reasoning process.
Output format:
- Category: [Primitive Recognition / Local Relation Composition / Global Abstract
Integration]
- Justification: [A short explanation, citing relevant diagram elements and the level of
reasoning/effort required.]

511

C Preventing Information Leakage in Procedural Geometry Code512

A critical aspect of dataset curation for Program-to-Geometry evaluation is the prevention of513

information leakage through the procedural drawing code. In this context, information leakage refers514

to situations where the answer to a geometry problem is either explicitly or implicitly encoded in the515

program, enabling a model (or human) to bypass genuine geometric reasoning and instead extract the516

solution directly from code inspection.517

We identify two primary forms of leakage:518

• Direct leakage: The answer appears explicitly in the code, for example as a coordinate,519

length, or parameter value (e.g., a circle radius or segment described directly in the Asymp-520

tote code).521
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• Indirect leakage: The answer can be inferred by performing simple calculations or extract-522

ing formula results from the parameters or structure of the code, even though it is not written523

verbatim.524

To mitigate these risks, we systematically reviewed all procedural code in the dataset. For direct525

leakage, critical coordinates and parameters are rescaled or randomized while preserving the diagram’s526

structure. For indirect leakage, problem variables and code formulas are modified or masked to527

preclude simple reverse engineering of the answer.528

Below we present concrete examples comparing original and mitigated code for selected problems.529

Each example includes its problem statement and paired Asymptote code, annotated as “before” and530

“after” modification.531

Example 1:532

Problem Statement:533

In △ABC, point F divides side AC in the ratio 1 : 2. Let E be the point of intersection of side BC534

and AG where G is the midpoint of BF . The length of EC divided by the length of BE is ?535

Answer: 3536

Before modification (Leakage present):

size(2.5inch);
pair A, B, C, E, F, G;
A = (0,3);
B = (-1,0);
C = (3,0);
E = (0,0);
F = (1,2);
G = intersectionpoint(B--F,A--E);
draw(A--B--C--cycle);
draw(A--E); draw(B--F);
label(\"$A$\",A,N);
label(\"$B$\",B,W);
label(\"$C$\",C,dir(0));
label(\"$E$\",E,S);
label(\"$F$\",F,NE);
label(\"$G$\",G,SE);

After modification (Leakage mitigated):
size(2.5inch);
pair A, B, C, E, F, G;
A = (0,3);
B = (-1,0);
C = (4,0);
E = (0,0);
F = (1.14, 2.14);
G = intersectionpoint(B--F,A--E);
draw(A--B--C--cycle);
draw(A--E); draw(B--F);
label(\"$A$\",A,N);
label(\"$B$\",B,W);
label(\"$C$\",C,dir(0));
label(\"$E$\",E,S);
label(\"$F$\",F,NE);
label(\"$G$\",G,SE);

Figure 9: Side-by-side comparison of Asymptote code: before (left) and after (right) information
leakage mitigation.

Example 2:537

Problem Statement:538

In rectangle ABCD, point M is the midpoint of AD. The area of △AMC is 12, and AD
AB = 3

2 . Find539

the length of side AD.540

Answer: 8541

542
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Before modification (Leakage present):

size(4cm);
draw((0,4)–(0,0)–(6,0)–(6,8)
–(0,8)–(0,4)–(6,8)–(0,0));
label(\"$A$\", (0,0), SW);
label(\"$B$\", (6, 0), SE);
label(\"$C$\", (6,8), NE);
label(\"$D$\", (0, 8), NW);
label(\"$M$\", (0, 4), W);

After modification (Leakage mitigated):
size(4cm);
draw((0,2)--(0,0)--(3,0)--(3,4)
--(0,4)--(0,2)--(3,4)--(0,0));
label("$A$", (0,0), SW);
label(\"$B$\", (3, 0), SE);
label(\"$C$\", (3,4), NE);
label(\"$D$\", (0, 4), NW);
label(\"$M$\", (0, 2), W);

Figure 10: Side-by-side comparison of Asymptote code: before (left) and after (right) information
leakage mitigation.

D Detailed Benchmark Curation543

We assemble a team of four experts (each holding a Master’s degree or higher in mathematics or544

related fields) to ensure data quality. Our team manually verifies and refines samples from three545

aspects: question reformulation and standardization, decontamination, answer verification and leakage546

prevention.547

D.1 Question reformulation and answer standardization548

Question reformulation The formulation of each sample in GeoGramBench should be simple QA549

pairs for convenient evaluation. To achieve this, we start to deal with multiple choice questions, proof-550

based questions and multi-part problems, which are not in QA format. Multiple choice questions551

can be transformed into open-ended computation problems by preserving the correct choice as the552

answer and removing all other choices. Some of the proof-based questions can be transformed553

into computation problems (like "Prove that PA = 4PB" can be rewrite to "Compute the ratio554

between PA and PB"), whereas others are not suitable for such transformation (like "Prove that555

AB ≥ 3PR). Multi-part problem always consists of several sub-problems, which can be simplified556

into a single question format by retaining one of the computable sub-questions. Questions amenable557

to conversion can be retained and reformulated into new QA samples, while others may be excluded558

from the benchmark. According to the aforementioned rules, our team members carefully assess the559

formulation of each question and perform corresponding modifications and deletion.560

Answer standardization Considering the diversity and complexity of mathematical expressions,561

answer standardization is crucial for accurately evaluating model-generated responses. Our team562

manually modify the answer of each question by removing arithmetic operators (like +,−), letters563

and characters that irrelevant for computation and evaluation (like \text{cm^2}), and standardize564

each answer into LATEX format as simple as possible (like simplify \frac{28}{\sqrt{7}}} to565

4\sqrt{7}). The above operations successfully ensure the consistency of question formulation566

and answer standardization, which benefits subsequent data processing and contributes reliable567

benchmarking. The resulting subset contains 547 candidate samples.568

D.2 Decontamination569

Most of the samples we collected originates from public datasets and internet resources, which570

indicates a high possibility that these data has already been included in the LLM’s pre-training571

corpora. Besides, current data samples contains a certain degree of redundancy and unnecessary572

information, which may introduce unexpected bias to benchmarking. To mitigate the above influences573

as much as possible, our team manually perform data decontamination for all the 547 samples from574

three aspects:575

Extraneous information removal We believe hyperlinks and code comments are not only un-576

necessary information for mathematic geometry spatial reasoning, but also introduce text bias for577

mathematic geometry problem reasoning. As a result, each member in our team carefully examine578

and delete all these contents in each question;579
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Problem statement rephrasing To prevent samples from being solved solely based on question580

statement, encourage LLM focus on mathematic geometry spatial reasoning, we reduce some581

comprehensive and specific mathematical expressions in question text. To minimize the overlap582

between LLM pre-training corpora and benchmarking samples, our team modifies the given condition583

and question objective of some samples;584

Coordinate modification In some samples, the coordinates used to generate pictures are identical585

to the given conditions in the problem statement, which may enable LLM to derive answer through586

algebraic geometry reasoning based on text solely. Such problem solving approach cannot effectively587

evaluate the mathematic geometry spatial reasoning ability of LLM. To decrease the possibility of588

LLM using algebraic geometry problem solving approach, we adjust the coordinates in each samples589

program code, which maintains the geometric shape and relationship of the original picture. The590

above decontamination methods ensures each item in GeoGramBench is a completely new sample,591

contributing to valuable and reliable mathematic geometry spatial reasoning benchmarking.592

D.3 Answer Verification and Leakage Prevention593

Answer verification We observe that some of the original answers are wrong to the corresponding594

questions after decontamination. To avoid such circumstances, we carefully verify the answer of each595

sample one by one by both referencing the original question from the Internet and calculate answer596

by ourself. The QA pairs that cannot be searched on the Internet are removed.597

Answer leakage prevention We find some of the correct answers are already leaked in the code598

of samples during verification. As shown in Figure 9, 10, the answer can explicitly equals to the599

answer, or implicitly computed according to the code for generating image. This situation may allow600

LLM access the answer in advance, which harm to the evaluation of mathematic geometry spatial601

reasoning. To prevent answer leakage, our team manually revised the code for all samples once602

again by rescaling coordinates and masking codes with numbers. Answer verification and leakage603

prevention guarantee the correctness of all the samples and the fairness of benchmarking.604

After human verification and refinement, we ultimately obtained 392 high-quality, contamination-free605

geometry problems for later augmentation and evaluation.606

D.4 Augmentation607

We introduce additional samples to enhance difficulty and diversity of GeoGramBench: 5 geometry608

problems from AIME24 [21], 42 from MATH-500 [16], and 61 geometric problems adapted from609

Mathverse [34]. The 47 samples from AIME24 and MATH-500 are retained without modification610

dur to their high quality. For the Mathverse subset, we first filter 119 samples with two key words:611

Vision Intensive and Solid Geometry. These samples focus on solid geometry questions, with the612

majority of problem solving information presented in image. This advantages makes them highly613

suitable for mathematic geometry spatial reasoning evaluation. However, Mathverse only provides614

the original images without the plotting code for reproducing the picture. Thus, our team decide to615

write python matplotlib code with our own to construct new evaluation samples in GemGramBench.616

Notably, we do not ask for multimodal models (like GPT-4o) for help because such models performs617

poorly when transforming solid geometry picture to matplotlib code.618

Altogether, GeoGramBench comprises 500 hand-crafted geometry problems, which contributes to619

valuable and reliable mathematic geometry spatial reasoning evaluation.620
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E More Behavior Analysis of LLMs621

Problem statement:622

In quadrilateral ABCD, angle BAD and angle CDA are trisected as shown. What is the degree623

measure of angle AFD?624

Answer: 80625

626

Geometric Code:627

size(150);628

pair A , B, C, D;629

A = (0,0); B = (2, 4); C = (7,4); D = (7, -2);630

draw( (0,0)--(2,4) -- (7,4) -- (7, -2)-- cycle);631

label("$A$", A, SW);632

label("$B$", B, NW);633

label("$C$", C, NE);634

label("$D$", D, SE);635

pair E, F;636

E = (4.5-.2,1-.2);637

F = (5, 3);638

draw(A--E--D);639

draw(A--F--D);640

label("$E$", E, N);641

label("$F$", F, NW);642

dot(A);dot(B);dot(C);dot(D);dot(E);dot(F);643

label("$x$", (1, 1.5), S);644

label("$x$", (2, 1), S+W);645

label("$x$", (2, -1), N+N+N+W);646

label("$y$", (5.5+.3, .5-.3), S); label("$y$", (6.5+.3, 0));647

label("$y$", (5+.5, -1.5+.3));648

label("$110^{\\circ}$",(2.5,3.5)); label("$100^{\\circ}$",(6.5-.2,3.5));649

A

B C

D

E

F

x
x

x y y

y

110◦ 100◦

Figure 11: Visualization generated from the drawing code
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Response from QwQ-32B

<think> Okay, so I need to find the measure of angle AFD in this quadrilateral ABCD where angles BAD and
CDA are trisected ...... First, let me note down the coordinates again to get a better idea: - A: (0,0) - B: (2,4) - C:
(7,4) - D: (7,-2) . So quadrilateral ABCD has vertices at these points.Let me sketch this mentally. Starting at A
(0,0), going to B (2,4), then to C (7,4), then to D (7,-2), and back to A. So AB is a line going up to the right, BC is
a horizontal line to the right, CD goes down to the right, and DA goes straight left down to A. Wait, actually, D is
at (7,-2), so DA would go from (7,-2) back to (0,0). Hmm, so DA is a line from the lower right back to the origin.
Angles BAD and CDA are being trisected ...... Alternatively, since both E and F are connected from A to D, but
through different paths? Maybe E is on one trisection and F on another? Hmm, this is getting a bit confusing
without seeing the actual figure. Let me try to reconstruct based on coordinates. First, let’s compute angles
BAD and CDA to see their measures, which can then be trisected. Starting with angle BAD. This is the angle at
vertex A between points B, A, and D.Coordinates: - Point B: (2,4) - Point A: (0,0) - Point D: (7,-2) So vectors
AB and AD can be calculated ...... Now, arccos(0.1592). Let me use a calculator for better precision. Using a
calculator, arccos(0.1592): cos(80 u00b0) u2248 0.1736 cos(81 u00b0) u2248 0.1564 So 0.1592 is between 80
and 81 degrees. Let me compute the difference: At 80 u00b0: 0.1736 At 81 u00b0: 0.1564 Difference between
80 and 81 u00b0 is 1 u00b0, and the difference in cos is -0.0172 per degree. We have 0.1592 - 0.1564 = 0.0028
above 81 u00b0, so how much beyond 81 u00b0? Wait, actually, since cos decreases as angle increases, 0.1592 is
between 80 and 81 u00b0, closer to 81 u00b0. Let me do linear approximation: Let theta = 81 u00b0 + d, where
d is in degrees. cos(theta) u2248 cos(81 u00b0) - (d * u03c0/180) * sin(81 u00b0) We have: 0.1592 u2248 0.1564
- d * ( u03c0/180)*0.9877 Wait, sin(81 u00b0) u2248 0.9877 So, 0.1592 - 0.1564 u2248 -d * ( u03c0/180)*0.9877
0.0028 u2248 -d * 0.01745 * 0.9877 u2248 -d * 0.01725 Thus, d u2248 -0.0028 / 0.01725 u2248 -0.162 degrees
So theta u2248 81 u00b0 - 0.162 u00b0 u2248 80.838 u00b0, so approximately 80.8 u00b0, so about 81 u00b0,
but very close to 81 u00b0. Since the problem might want an exact value, perhaps 80 u00b0, but maybe the answer
is 80 u00b0, considering possible rounding ...... Alternatively, maybe angle at B is 110 u00b0, angle at C is 100
u00b0, then angles at A and D would need to be 360 - 210 = 150 u00b0, so angle BAD + angle CDA = 150 u00b0,
so if angle BAD is trisected into 3x and angle CDA into 3y, then 3x + 3y = 150 u00b0, so x + y = 50 u00b0, then
angle AFD would be 180 - x - y = 130 u00b0? Wait, no, in triangle AFD, angles at A and D would be x and y, so
angle AFD = 180 - (x + y) = 180 -50=130 u00b0, but that contradicts coordinate. Alternatively, maybe angle at B
is 110 u00b0, angle at C is 100 u00b0, then angles at A and D would need to be 360 - 210 = 150 u00b0, so angle
BAD + angle CDA = 150 u00b0, so if angle BAD is trisected into 3x and angle CDA into 3y, then 3x + 3y = 150
u00b0, so x + y = 50 u00b0, then angle AFD would be 180 - x - y = 130 u00b0? Wait, no, in triangle AFD, angles
at A and D would be x and y, so angle AFD = 180 - (x + y) = 180 -50=130 u00b0, but that contradicts coordinate.
Alternatively, maybe angle AFD is an external angle or something else ...... which is 80.8 u00b0, so the closest
integer is 81 u00b0. Since the problem likely expects an integer, I’ll go with 81 as the answer. **Final Answer**
81 To find the degree measure of angle ∠AFD in quadrilateral ABCD where angles ∠BAD and ∠CDA are

trisected, we start by analyzing the given coordinates and using vector calculations. The coordinates of the points
are: - A = (0, 0) - B = (2, 4) - C = (7, 4) - D = (7,−2) - F = (5, 3) We need to determine the angle at point
F between points A, F , and D. This angle is formed by the vectors

−→
FA and

−−→
FD. 1. **Calculate vectors:** -

−→
FA = A− F = (0− 5, 0− 3) = (−5,−3) -

−−→
FD = D − F = (7− 5,−2− 3) = (2,−5) 2. **Compute the

dot product:**
−→
FA ·

−−→
FD = (−5)(2) + (−3)(−5) = −10 + 15 = 5

3. **Compute the magnitudes of the vectors:** - |
−→
FA| =

√
(−5)2 + (−3)2 =

√
25 + 9 =

√
34 - |

−−→
FD| =√

22 + (−5)2 =
√
4 + 25 =

√
29 4. **Calculate the cosine of the angle:**

cos(θ) =

−→
FA ·

−−→
FD

|
−→
FA||

−−→
FD|

=
5√

34
√
29

=
5√
986

5. **Determine the angle using the arccosine function:**

θ = arccos

(
5√
986

)
Using a calculator, we find that:

θ ≈ 80.8◦

Rounding to the nearest degree, the measure of angle ∠AFD is approximately 81◦. Thus, the final answer is
81 .

650
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Problem Statement: In the figure below, quadrilateral CDEG is a square with CD = 3, and651

quadrilateral BEFH is a rectangle. If BE = 5, how many units is BH? Express your answer as a652

mixed number.653

Answer: 1 4
5654

Geometric Code:655

unitsize(5mm);656

defaultpen(linewidth(.7pt)+fontsize(8pt));657

pair A=(0,0), B=(3,0), C=(6,0), D=(9,0), Ep=(9,3), G=(6,3);658

pair F0=bisectorpoint(B,2*Ep-B), H0=bisectorpoint(Ep,2*B-Ep);659

pair H=extension(B,H0,A,G);660

pair F=extension(Ep,F0,A,G);661

draw(H--B--Ep--F--A--D--Ep--G--C);662

label("$A$",A,S);663

label("$B$",B,S);664

label("$C$",C,S);665

label("$D$",D,S);666

label("$E$",Ep,E);667

label("$F$",F,N);668

label("$G$",G,NW);669

label("$H$",H,NW);670

A B C D

E

F

G

H

Figure 12: Visualization generated from the drawing code
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Response from QwQ-32B

Okay, let’s see. I need to find the length of BH in the figure provided. The problem states that CDEG is a square
with CD = 3, so each side of the square must be 3 units long. Also, BEFH is a rectangle, and BE is given as 5
units. Hmm, I should start by trying to understand the coordinates of the points based on the Asymptote code
given.
First, looking at the Asymptote code, they define point A at (0,0), B at (3,0), C at (6,0), D at (9,0), E is labeled as
Ep which is (9,3), and G is at (6,3). So, let me note down these coordinates:
- A: (0, 0) - B: (3, 0) - C: (6, 0) - D: (9, 0) - E: (9, 3) - G: (6, 3)
Wait, so quadrilateral CDEG is a square ...... Wait, that would not form a square because E to G is left 3 units and
G to C is down 3 units? Wait, actually, if E is (9,3) and G is (6,3), then EG is 3 units left, and then GC is from
(6,3) to (6,0), which is 3 units down. So actually, CDEG is a square with sides of 3 units each. So that checks out.
Now, quadrilateral BEFH is a rectangle ...... Alternatively, maybe the square is oriented differently? But since
the problem didn’t specify orientation, but the Asymptote code had coordinates with C at (6,0), D at (9,0), E at
(9,3), G at (6,3). So in that code, it’s a square with sides aligned to the grid, so CD is horizontal, DE vertical, etc.
So perhaps I should stick with that coordinate system but adjust BE’s length ...... Wait, but maybe it’s better to
compute coordinates step by step. Alternatively, since BEFH is a rectangle, then H must be such that BH is equal
and parallel to EF, and FH is equal and parallel to BE. Alternatively, since BE is from B to E, then to get to F
from E, we move in the direction perpendicular to BE ...... Alternatively, perhaps I chose the direction incorrectly.
Let me try with the other perpendicular direction. If instead of (3,4), we take (-3,-4). Then vector EF would be
(-3,-4). Then point F would be E(3,3) + (-3,-4) = (0,-1). Then vector FH would be equal to BE? Wait, no. Wait, in
a rectangle, opposite sides are equal. So FH should be equal and parallel to BE. Hmm, perhaps I need to think
differently. Alternatively, since BE is one side, and EF is another side, then FH should be equal and parallel to
BE, and HB should be equal and parallel to EF.
So if vector BE is (-4,3), then vector FH should also be (-4,3). Starting from F, adding vector BE gives H = F + BE.
Wait, but maybe I need to think of the rectangle as B -> E -> F -> H -> B ...... In the Asymptote figure, points are:
A(0,0), B(3,0), C(6,0), D(9,0), E(9,3), G(6,3) We need to find H’s coordinates.H is extension(B, H0, A, G). Let’s
try to compute H0 and then the line. First, H0 is bisectorpoint(Ep, 2*B - Ep). Ep is E(9,3). 2*B is (6,0). So 2*B -
Ep is (6-9,0-3)= (-3,-3). So H0 is the bisectorpoint between Ep(9,3) and (-3,-3). Assuming bisectorpoint is the
midpoint: midpoint is ( (9-3)/2, (3-3)/2 ) = (3,0). Which is point B. So line BH0 is the line from B(3,0) to H0(3,0),
which is a point. Not helpful. So this suggests the midpoint is not the correct interpretation. Alternatively, maybe
bisectorpoint returns a point along the angle bisector. Suppose at point Ep(9,3), between the direction to B(3,0)
and to (2*B - Ep)=(-3,-3). The angle at Ep between those two points. The angle bisector direction would be the
direction that is the angle bisector between vectors Ep-B and Ep-(2*B - Ep). Vector Ep - B = (9-3, 3-0)=(6,3)
Vector Ep - (2*B - Ep) = Ep - (-3,-3) = (9 - (-3), 3 - (-3)) = (12,6) So the two vectors are (6,3) and (12,6), which
are in the same direction (since (12,6)=2*(6,3)). So the angle between them is zero, so the bisector is the same
line. Hence, the angle bisector is undefined, or the line itself. So H0 is along that line.
Hence, the line BH0 would be the line from B(3,0) to along the direction of Ep-B, which is the line towards E. So
the line BE itself ...... Ah, yes! Because vector BE is (6,3), and vector HB is (3/5, -6/5). Their dot product is
indeed zero. So the calculation is correct. Therefore, the answer is 1 .
**Final Answer** 1 Given quadrilateral (CDEG) is a square with (CD = 3) and quadrilateral (BEFH) is a
rectangle with (BE = 5), we need to find the length of (BH).
1. **Coordinates and Setup**: - In the Asymptote code, points (C), (D), (E), and (G) form a square with (CD
= 3). The coordinates are (C(6,0)), (D(9,0)), (E(9,3)), and (G(6,3)). - The problem states (BE = 5), but in the
Asymptote coordinates, (BE) is calculated as (

√
(9− 3)2 + (3− 0)2 =

√
45 = 3

√
5). To scale this to (BE = 5),

the scaling factor is ( 5
3
√
5
=

√
5
3 ).

2. **Finding Coordinates of (H)**: - In the Asymptote figure, line (AG) is from (A(0,0)) to (G(6,3)). The
parametric form of (AG) is ((6t, 3t)). - Point (F) on (AG) is found by ensuring (EF) is perpendicular to (BE).
Solving, (F) is at (

(
42
5 , 21

5

)
). - Point (H) is determined by the rectangle properties, resulting in (

(
12
5 , 6

5

)
).

3. **Calculating (BH) in Asymptote Coordinates**: - Coordinates of (B(3,0)) and (left( 125 , 6
5 ). - Distance (BH)

is (
√(

3− 12
5

)2
+
(
0− 6

5

)2
=

√(
3
5

)2
+
(
− 6

5

)2
= 3

√
5

5 ).

4. **Scaling to Problem’s Coordinates**: - Scaling factor (
√
5
3 ) is applied to the Asymptote length of (BH),

resulting in ( 3
√
5

5 × sqrt5
3 = 1).

Thus, the length of (BH) is ( 1 ).
671

22



F Limitation and Future Work672

Although GeoGramBench currently focuses on procedural code in geometry, the framework and673

insights developed here may generalize to broader domains where procedural descriptions interact674

with spatial or relational reasoning. Our present analysis is largely empirical and focuses on observable675

model behavior, without providing deeper theoretical explanations for these shortcomings. In future676

work, we plan to conduct more in-depth investigations into the underlying causes of failures on677

Program-to-Geometry tasks using this dataset, and to explore reinforcement learning as well as678

other targeted training strategies to explicitly enhance spatial reasoning and abstraction in LLMs.679

We encourage further research to expand upon this benchmark, develop more sophisticated probing680

methods, and systematically explore model behaviors under diverse procedural spatial contexts,681

ultimately advancing a deeper understanding of spatial reasoning capabilities in large language682

models.683
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NeurIPS Paper Checklist684

1. Claims685

Question: Do the main claims made in the abstract and introduction accurately reflect the686

paper’s contributions and scope?687

Answer: [Yes]688

Justification: The proposed GeoGramBench dataset is well explained in Section 4, and the689

comprehensive evaluation and analysis in Section 5 and Section 6 support our claims.690

Guidelines:691

• The answer NA means that the abstract and introduction do not include the claims692

made in the paper.693

• The abstract and/or introduction should clearly state the claims made, including the694

contributions made in the paper and important assumptions and limitations. A No or695

NA answer to this question will not be perceived well by the reviewers.696

• The claims made should match theoretical and experimental results, and reflect how697

much the results can be expected to generalize to other settings.698

• It is fine to include aspirational goals as motivation as long as it is clear that these goals699

are not attained by the paper.700

2. Limitations701

Question: Does the paper discuss the limitations of the work performed by the authors?702

Answer: [Yes]703

Justification: Limitations are discussed in Appendix F.704

Guidelines:705

• The answer NA means that the paper has no limitation while the answer No means that706

the paper has limitations, but those are not discussed in the paper.707

• The authors are encouraged to create a separate "Limitations" section in their paper.708

• The paper should point out any strong assumptions and how robust the results are to709

violations of these assumptions (e.g., independence assumptions, noiseless settings,710

model well-specification, asymptotic approximations only holding locally). The authors711

should reflect on how these assumptions might be violated in practice and what the712

implications would be.713

• The authors should reflect on the scope of the claims made, e.g., if the approach was714

only tested on a few datasets or with a few runs. In general, empirical results often715

depend on implicit assumptions, which should be articulated.716

• The authors should reflect on the factors that influence the performance of the approach.717

For example, a facial recognition algorithm may perform poorly when image resolution718

is low or images are taken in low lighting. Or a speech-to-text system might not be719

used reliably to provide closed captions for online lectures because it fails to handle720

technical jargon.721

• The authors should discuss the computational efficiency of the proposed algorithms722

and how they scale with dataset size.723

• If applicable, the authors should discuss possible limitations of their approach to724

address problems of privacy and fairness.725

• While the authors might fear that complete honesty about limitations might be used by726

reviewers as grounds for rejection, a worse outcome might be that reviewers discover727

limitations that aren’t acknowledged in the paper. The authors should use their best728

judgment and recognize that individual actions in favor of transparency play an impor-729

tant role in developing norms that preserve the integrity of the community. Reviewers730

will be specifically instructed to not penalize honesty concerning limitations.731

3. Theory assumptions and proofs732

Question: For each theoretical result, does the paper provide the full set of assumptions and733

a complete (and correct) proof?734

Answer: [NA]735
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Justification: This paper does not present formal theoretical results or proofs.736

Guidelines:737

• The answer NA means that the paper does not include theoretical results.738

• All the theorems, formulas, and proofs in the paper should be numbered and cross-739

referenced.740

• All assumptions should be clearly stated or referenced in the statement of any theorems.741

• The proofs can either appear in the main paper or the supplemental material, but if742

they appear in the supplemental material, the authors are encouraged to provide a short743

proof sketch to provide intuition.744

• Inversely, any informal proof provided in the core of the paper should be complemented745

by formal proofs provided in appendix or supplemental material.746

• Theorems and Lemmas that the proof relies upon should be properly referenced.747

4. Experimental result reproducibility748

Question: Does the paper fully disclose all the information needed to reproduce the main ex-749

perimental results of the paper to the extent that it affects the main claims and/or conclusions750

of the paper (regardless of whether the code and data are provided or not)?751

Answer: [Yes]752

Justification: Implementation details are described in Section 4 and Section 5.1, and we also753

release both the code and dataset to ensure full reproducibility.754

Guidelines:755

• The answer NA means that the paper does not include experiments.756

• If the paper includes experiments, a No answer to this question will not be perceived757

well by the reviewers: Making the paper reproducible is important, regardless of758

whether the code and data are provided or not.759

• If the contribution is a dataset and/or model, the authors should describe the steps taken760

to make their results reproducible or verifiable.761

• Depending on the contribution, reproducibility can be accomplished in various ways.762

For example, if the contribution is a novel architecture, describing the architecture fully763

might suffice, or if the contribution is a specific model and empirical evaluation, it may764

be necessary to either make it possible for others to replicate the model with the same765

dataset, or provide access to the model. In general. releasing code and data is often766

one good way to accomplish this, but reproducibility can also be provided via detailed767

instructions for how to replicate the results, access to a hosted model (e.g., in the case768

of a large language model), releasing of a model checkpoint, or other means that are769

appropriate to the research performed.770

• While NeurIPS does not require releasing code, the conference does require all submis-771

sions to provide some reasonable avenue for reproducibility, which may depend on the772

nature of the contribution. For example773

(a) If the contribution is primarily a new algorithm, the paper should make it clear how774

to reproduce that algorithm.775

(b) If the contribution is primarily a new model architecture, the paper should describe776

the architecture clearly and fully.777

(c) If the contribution is a new model (e.g., a large language model), then there should778

either be a way to access this model for reproducing the results or a way to reproduce779

the model (e.g., with an open-source dataset or instructions for how to construct780

the dataset).781

(d) We recognize that reproducibility may be tricky in some cases, in which case782

authors are welcome to describe the particular way they provide for reproducibility.783

In the case of closed-source models, it may be that access to the model is limited in784

some way (e.g., to registered users), but it should be possible for other researchers785

to have some path to reproducing or verifying the results.786

5. Open access to data and code787

Question: Does the paper provide open access to the data and code, with sufficient instruc-788

tions to faithfully reproduce the main experimental results, as described in supplemental789

material?790
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Answer: [Yes]791

Justification: Both the dataset and source code are openly released, with sufficient instruc-792

tions provided to faithfully reproduce the main experimental results.793

Guidelines:794

• The answer NA means that paper does not include experiments requiring code.795

• Please see the NeurIPS code and data submission guidelines (https://nips.cc/pu796

blic/guides/CodeSubmissionPolicy) for more details.797

• While we encourage the release of code and data, we understand that this might not be798

possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not799

including code, unless this is central to the contribution (e.g., for a new open-source800

benchmark).801

• The instructions should contain the exact command and environment needed to run to802

reproduce the results. See the NeurIPS code and data submission guidelines (https:803

//nips.cc/public/guides/CodeSubmissionPolicy) for more details.804

• The authors should provide instructions on data access and preparation, including how805

to access the raw data, preprocessed data, intermediate data, and generated data, etc.806

• The authors should provide scripts to reproduce all experimental results for the new807

proposed method and baselines. If only a subset of experiments are reproducible, they808

should state which ones are omitted from the script and why.809

• At submission time, to preserve anonymity, the authors should release anonymized810

versions (if applicable).811

• Providing as much information as possible in supplemental material (appended to the812

paper) is recommended, but including URLs to data and code is permitted.813

6. Experimental setting/details814

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-815

parameters, how they were chosen, type of optimizer, etc.) necessary to understand the816

results?817

Answer: [Yes]818

Justification: We give the implementation details in Section 5.1.819

Guidelines:820

• The answer NA means that the paper does not include experiments.821

• The experimental setting should be presented in the core of the paper to a level of detail822

that is necessary to appreciate the results and make sense of them.823

• The full details can be provided either with the code, in appendix, or as supplemental824

material.825

7. Experiment statistical significance826

Question: Does the paper report error bars suitably and correctly defined or other appropriate827

information about the statistical significance of the experiments?828

Answer: [No]829

Justification: All relevant evaluation details, including model configurations and experimen-830

tal settings, are provided in Section 5. To ensure result stability, each question was evaluated831

16 times. Due to limited computational resources and cost considerations, error bars are not832

reported.833

Guidelines:834

• The answer NA means that the paper does not include experiments.835

• The authors should answer "Yes" if the results are accompanied by error bars, confi-836

dence intervals, or statistical significance tests, at least for the experiments that support837

the main claims of the paper.838

• The factors of variability that the error bars are capturing should be clearly stated (for839

example, train/test split, initialization, random drawing of some parameter, or overall840

run with given experimental conditions).841
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• The method for calculating the error bars should be explained (closed form formula,842

call to a library function, bootstrap, etc.)843

• The assumptions made should be given (e.g., Normally distributed errors).844

• It should be clear whether the error bar is the standard deviation or the standard error845

of the mean.846

• It is OK to report 1-sigma error bars, but one should state it. The authors should847

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis848

of Normality of errors is not verified.849

• For asymmetric distributions, the authors should be careful not to show in tables or850

figures symmetric error bars that would yield results that are out of range (e.g. negative851

error rates).852

• If error bars are reported in tables or plots, The authors should explain in the text how853

they were calculated and reference the corresponding figures or tables in the text.854

8. Experiments compute resources855

Question: For each experiment, does the paper provide sufficient information on the com-856

puter resources (type of compute workers, memory, time of execution) needed to reproduce857

the experiments?858

Answer: [Yes]859

Justification: Our paper introduces a new benchmark and does not involve model training.860

For inference experiments, we have described the detailed model inference configurations in861

Section 5.1.862

Guidelines:863

• The answer NA means that the paper does not include experiments.864

• The paper should indicate the type of compute workers CPU or GPU, internal cluster,865

or cloud provider, including relevant memory and storage.866

• The paper should provide the amount of compute required for each of the individual867

experimental runs as well as estimate the total compute.868

• The paper should disclose whether the full research project required more compute869

than the experiments reported in the paper (e.g., preliminary or failed experiments that870

didn’t make it into the paper).871

9. Code of ethics872

Question: Does the research conducted in the paper conform, in every respect, with the873

NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?874

Answer: [Yes]875

Justification: The research fully adheres to all principles outlined in the NeurIPS Code of876

Ethics.877

Guidelines:878

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.879

• If the authors answer No, they should explain the special circumstances that require a880

deviation from the Code of Ethics.881

• The authors should make sure to preserve anonymity (e.g., if there is a special consid-882

eration due to laws or regulations in their jurisdiction).883

10. Broader impacts884

Question: Does the paper discuss both potential positive societal impacts and negative885

societal impacts of the work performed?886

Answer: [NA]887

Justification: The work has no identified societal impact.888

Guidelines:889

• The answer NA means that there is no societal impact of the work performed.890

• If the authors answer NA or No, they should explain why their work has no societal891

impact or why the paper does not address societal impact.892
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• Examples of negative societal impacts include potential malicious or unintended uses893

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations894

(e.g., deployment of technologies that could make decisions that unfairly impact specific895

groups), privacy considerations, and security considerations.896

• The conference expects that many papers will be foundational research and not tied897

to particular applications, let alone deployments. However, if there is a direct path to898

any negative applications, the authors should point it out. For example, it is legitimate899

to point out that an improvement in the quality of generative models could be used to900

generate deepfakes for disinformation. On the other hand, it is not needed to point out901

that a generic algorithm for optimizing neural networks could enable people to train902

models that generate Deepfakes faster.903

• The authors should consider possible harms that could arise when the technology is904

being used as intended and functioning correctly, harms that could arise when the905

technology is being used as intended but gives incorrect results, and harms following906

from (intentional or unintentional) misuse of the technology.907

• If there are negative societal impacts, the authors could also discuss possible mitigation908

strategies (e.g., gated release of models, providing defenses in addition to attacks,909

mechanisms for monitoring misuse, mechanisms to monitor how a system learns from910

feedback over time, improving the efficiency and accessibility of ML).911

11. Safeguards912

Question: Does the paper describe safeguards that have been put in place for responsible913

release of data or models that have a high risk for misuse (e.g., pretrained language models,914

image generators, or scraped datasets)?915

Answer: [NA]916

Justification: The paper does not present any such risks.917

Guidelines:918

• The answer NA means that the paper poses no such risks.919

• Released models that have a high risk for misuse or dual-use should be released with920

necessary safeguards to allow for controlled use of the model, for example by requiring921

that users adhere to usage guidelines or restrictions to access the model or implementing922

safety filters.923

• Datasets that have been scraped from the Internet could pose safety risks. The authors924

should describe how they avoided releasing unsafe images.925

• We recognize that providing effective safeguards is challenging, and many papers do926

not require this, but we encourage authors to take this into account and make a best927

faith effort.928

12. Licenses for existing assets929

Question: Are the creators or original owners of assets (e.g., code, data, models), used in930

the paper, properly credited and are the license and terms of use explicitly mentioned and931

properly respected?932

Answer: [Yes]933

Justification: All datasets and models used in the paper are properly cited, with appropriate934

credit given to the original creators.935

Guidelines:936

• The answer NA means that the paper does not use existing assets.937

• The authors should cite the original paper that produced the code package or dataset.938

• The authors should state which version of the asset is used and, if possible, include a939

URL.940

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.941

• For scraped data from a particular source (e.g., website), the copyright and terms of942

service of that source should be provided.943
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• If assets are released, the license, copyright information, and terms of use in the package944

should be provided. For popular datasets, paperswithcode.com/datasets has945

curated licenses for some datasets. Their licensing guide can help determine the license946

of a dataset.947

• For existing datasets that are re-packaged, both the original license and the license of948

the derived asset (if it has changed) should be provided.949

• If this information is not available online, the authors are encouraged to reach out to950

the asset’s creators.951

13. New assets952

Question: Are new assets introduced in the paper well documented and is the documentation953

provided alongside the assets?954

Answer: [Yes]955

Justification: Thorough documentation is provided for both the new dataset and the accom-956

panying source code.957

Guidelines:958

• The answer NA means that the paper does not release new assets.959

• Researchers should communicate the details of the dataset/code/model as part of their960

submissions via structured templates. This includes details about training, license,961

limitations, etc.962

• The paper should discuss whether and how consent was obtained from people whose963

asset is used.964

• At submission time, remember to anonymize your assets (if applicable). You can either965

create an anonymized URL or include an anonymized zip file.966

14. Crowdsourcing and research with human subjects967

Question: For crowdsourcing experiments and research with human subjects, does the paper968

include the full text of instructions given to participants and screenshots, if applicable, as969

well as details about compensation (if any)?970

Answer: [NA]971

Justification: The paper does not involve any human subjects or crowdsourced data.972

Guidelines:973

• The answer NA means that the paper does not involve crowdsourcing nor research with974

human subjects.975

• Including this information in the supplemental material is fine, but if the main contribu-976

tion of the paper involves human subjects, then as much detail as possible should be977

included in the main paper.978

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,979

or other labor should be paid at least the minimum wage in the country of the data980

collector.981

15. Institutional review board (IRB) approvals or equivalent for research with human982

subjects983

Question: Does the paper describe potential risks incurred by study participants, whether984

such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)985

approvals (or an equivalent approval/review based on the requirements of your country or986

institution) were obtained?987

Answer: [NA]988

Justification: The paper does not involve any human subjects or crowdsourced data.989

Guidelines:990

• The answer NA means that the paper does not involve crowdsourcing nor research with991

human subjects.992

• Depending on the country in which research is conducted, IRB approval (or equivalent)993

may be required for any human subjects research. If you obtained IRB approval, you994

should clearly state this in the paper.995
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• We recognize that the procedures for this may vary significantly between institutions996

and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the997

guidelines for their institution.998

• For initial submissions, do not include any information that would break anonymity (if999

applicable), such as the institution conducting the review.1000

16. Declaration of LLM usage1001

Question: Does the paper describe the usage of LLMs if it is an important, original, or1002

non-standard component of the core methods in this research? Note that if the LLM is used1003

only for writing, editing, or formatting purposes and does not impact the core methodology,1004

scientific rigorousness, or originality of the research, declaration is not required.1005

Answer: [NA]1006

Justification: The core method development in this research does not involve LLMs as1007

important, original, or non-standard components.1008

Guidelines:1009

• The answer NA means that the core method development in this research does not1010

involve LLMs as any important, original, or non-standard components.1011

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)1012

for what should or should not be described.1013
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